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Alzheimer’s Disease (AD) is a progressive, neurodegenerative brain disease and is an

incurable ailment. No drug exists for AD, but its progression can be delayed if the

disorder is identified at its initial stage. Therefore, an early analysis of AD is of fundamental

importance for patient care and efficient treatment. Neuroimaging techniques aim to

assist the physician in the diagnosis of brain disorders by using images. Positron emission

tomography (PET) is a kind of neuroimaging technique employed to create 3D images of

the brain. Due to many PET images, researchers attempted to develop computer-aided

diagnosis (CAD) to differentiate normal control from AD. Most of the earlier methods

used image processing techniques for preprocessing and attributes extraction and then

developed a model or classifier to classify the brain images. As a result, the retrieved

features had a significant impact on the recognition rate of previous techniques. A novel

and enhanced CAD system based on a convolutional neural network (CNN) is formulated

to address this issue, capable of discriminating normal control from Alzheimer’s disease

patients. The proposed approach is evaluated using the 18FDG-PET images of 855

patients, including 635 normal control and 220 Alzheimer’s disease patients from the

ADNI database. The result showed that the proposed CAD system yields an accuracy

of 96%, a sensitivity of 96%, and a specificity of 94%, leading to splendid performance

when related to the methods already in use that are specified in the literature.

Keywords: Alzheimer’s disease, accuracy, convolutional neural network, deep learning, feature extraction, image

analysis, image classification and positron emission tomography

1. INTRODUCTION

Alzheimer’s disease (AD) is a type of brain disease which regularly affects people over 65 years
old. It is a progressive and neurodegenerative disorder, meaning that, it becomes worse with time.
According to an Alzheimer’s Association report, around 55 million people are living with AD
worldwide and it is envisioned that the number of AD patients will reach 152 million by 2,050.
The number of people with AD is progressively increasing worldwide. The prime objective of
this paper is to develop a robust classification system for AD diagnosis using a convolutional
neural network (CNN). In this approach, the 3D image classification problem is completely
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solved by converting them into 2D images. The proposed system
uses whole brain images for AD diagnosis instead of region of
interest. Thus, there is no need for a segmentation algorithm.
Furthermore, the proposed system uses CNN for classification.
CNN learns the features from images. Pre-processing like noise
removal, enhancement, and feature extraction are not needed.
AD starts with impairment of memory functions followed
by cognitive functions with behavioral impairments (1). Some
common symptoms of AD are: memory loss, a lack of initiative,
difficulty in expressing thoughts and recognizing people or
relations, personality changes, and poor judgement, etc. AD is
an incurable brain disorder. Currently, no effective treatment
has yet been fully discovered, but it is possible to slow down
the progression of AD if the disorder is identified at its initial
stage. Therefore, it is of primary significance to identify AD at
an early stage for patient care, as well as effective treatment.
Furthermore, if the condition is diagnosed early on, some of the
changes induced by AD can be reversed, allowing patients to
keep their everyday lives. However, diagnosis of AD still remains
a highly complicated task, especially at an early stage while the
disorder offers greater opportunities to be treated (2).

Over the past few years, several neuro imaging modalities
which include magnetic resonance imaging (MRI), positron
emission tomography (PET) (3), and single-photon emission
computerized tomography (SPECT) have been confirmed to
be very powerful within the diagnosis of AD. PET is a non-
invasive neuro imaging technique that uses an imaging agent
like 18FDG-PET to monitor the brain’s glucose intake. Brain
activity is related to glucose consumption. During PET scanning,
a position emitting radionuclide tracer with 18FDG is delivered
in the body. The glucose uptake shows tissue enzymatic reactions
when the quantities of these traces are scanned with a camera.
In seriously damaged AD patients, particular brain areas showed
reduced glucose intake, together with bilateral areas inside the
temporal and partial lobes, posterior cingulate, frontal lobes,
and entire brain (4). Research studies proved that FDG-PET is
a good candidate for AD diagnosis and can be used to assist
the physicians or an expert to analyze and diagnosis AD in
early stages. Consequently, this paper proposes an automated
computer-aided design (CAD) system for the diagnosis of AD
using 18FDG-PET images. The foremost awareness of this
research work is to distinguish AD patients from normal control
(NC) employing CNN (5).

Classification of medical images via visual examination by
an expert or a physician can be subjective and prone to errors.
As a result, researchers attempted to create an automatic CAD
system that could distinguish AD from NC participants using
picture data attributes. Over the past few years, numerous
machine learning models have evolved and are being used for
examining neuro reading that allows researchers to capture the
structure or functional changes related to AD including support
vector machine (SVM) (6) classification in SPECT and learning
vector quantization-SVM (LVQ-SVM) classification in structural
MRI (7).

Wysoczánski et al. (1) investigated the strength of random
forest (RF) for diagnosing AD. The authors used partial least
square (PLS) for extracting features from the image. This method

is tested on SPECT images downloaded from the ADNI dataset.
A new CAD system for differentiating AD from NC based
on PET image features was developed by Cabral and, Silveria
(4). Garali et al. (8) proposed a classification system using
favorite class ensembles for differentiating AD and MCI from
NC using PET images. Each classifier in the ensemble uses
a different set of brain voxels. Two base classifiers SVM and
random forest are employed to create the ensemble classifier.
Results showed that this ensemble classifier outperforms the
corresponding single classifier. However, higher computational
cost is the drawback of this system. Markiewicz et al. (9)
presented a region-based method to classify AD from NC using
16 anatomical regions of interest (ROIs), and the first four times,
as well as their entropy, are computed and used as feature
vectors. The capacity of ROIs to discriminate PET images is then
ranked using ROC curves. Finally, 21 capabilities are selected
and fed as an input to both SVM and RF classifiers. Results
proved that this method achieved high classification accuracy
using 166 anatomical ROIs when compared to other methods.
Poongodi and Bose (10) proposed a deep learning model for AD
diagnosis from MRI images. A deep neural network is designed
with a convolution layer, normalization layer, and pooling layer.
The effectiveness of this method is validated on the OASIS
dataset. Results showed improved performance of this particular
method when compared to other methods. A boosting classifier
to classify PET images was developed by Poongodi and Bose
(11). It is the combination of simple classifiers, which performs
segmentation, feature extraction, and feature selection in order to
make the input image fit for the classification task. This classifier
was validated on the ADNI dataset and achieved an accuracy
of 90.97%.

2. DISTINCT FEATURES OF THE
PROPOSED METHOD

In the literature, researchers have developed an automated CAD
system using various soft computing models (12). Most of the
researchers have used either full brain images or set features for
diagnosing AD. Each method has its own merits and demerits.
However, none of the methods offer a consistent outcome.
Keeping this in mind, this research work intends to design and
render a CAD system for discriminating AD from NC with the
help of CNN. In the proposed CAD system, the first 15 slices
and last 15 slices are discarded to remove unwanted regions.
Dimension-reduced 18FDG-PET images are fed as input into
the deep neural network. CNN is used for classifying FDG-PET
snapshots into NC and AD. The efficacy of CNN is evaluated by
measuring accuracy, sensitivity, and specificity, and is compared
with the existing methods (13–16).

For solving the shortcomings of the methods elaborated in the
literature, this paper presents a novel computer diagnosis system
using a deep convolutional neural network. The conventional
neural network has the potential of recognizing images with
minimal processing. The novel features of the proposed system
are: 3D images are transformed into 2D images so as to reduce
the computational time, 2D images are further grouped at specific
intervals for reducing the dimension, image segmentation is not
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required in this proposed approach, and no image processing
techniques are needed to extract features from the images.

From the existing literature survey, it could be seen that, in
existing computer-aided diagnosis systems, in those intended
to classify the brain images (5), it was observed that most
of the systems employ image processing methods to classify
the data, therefore, a machine learning model was designed
to obtain the features. Also, few methods use only the
information from regions of interest (17). However, these
methods require increased computational time. In addition, the
classification accuracy dependsmainly upon the selected features.
Researchers developed hybrid models by combining a deep
learning neural network and machine learning model to increase
the classification accuracy, but these models required increased
memory usage and increased time (18).

To overcome these issues, the proposed CAD system employs
the consideration of entire brain images instead of regions of
interest. The 3D picture type problem is completely solved
with the aid of converting them into 2D images. Venugopalan
et al. (19) proposed a set of rules that might help in robot
surgical treatment. To run on such soft tissues, software program-
driven techniques and algorithms have to be extra particular
in choosing the highest quality direction for attaining the
procedural region. Statistical analysis has determined whether
the proposed approach might be outperforming under the
favorable learning rate, discount factor, and the exploration
factor (20). The network is built with multiple layers to
learn features through a training process, which eliminates the
need for extracting the features, resulting in higher prediction
performance when compared to other approaches. Reddy et
al. (21) focused on classifying tomato disease with a machine
learning model used to predict agricultural disaster. The
features were extracted from the dataset using the hybrid-
predominant element evaluation-whale optimization algorithm
and the extracted features were fed into a deep neural network for
classification of tomato diseases. Srinivasu et al. (22) focused on
improving quality, a preprocessing technique was implemented
in a multimodal stroke dataset from the Kaggle repository.
To achieve homogeneity, a label encoder technique was used
and dataset missing values were replaced with attribute means.
Resampling techniques were used to balance the dataset and to
obtain accurate results. The following is how the rest of the paper
is organized: The demographic details of the dataset utilized in
this work are presented in section 2. Section 3 formulates the
unique features of the proposed CAD device for AD prognosis.
Section 4 presents the unique evaluation of numerical results and
evaluation of the results. Finally, section 5 concludes the paper
with few suggestions toward future research in closer vicinity of
this study.

3. DATASET DETAIL

The neuroimaging dataset that was used in this study is presented
in this section.

The visual dataset used in this study was acquired fromADNI,
which is publicly available (http://adni.loni.usc.edu/methods/

TABLE 1 | Demographic details of 18FDG-PET image dataset.

Factors Normal control Alzheimer’s disease

Number of subjects 635 220

Age 70 75

Gender (M/F) 35/15 30/20

MMSE 24–30 20–26

CDR 0 1.5 or 1

pet-analysis-methods). The ADNI database was released in 2003
by the NIA, NIBIB, and FDA. The ADNI was designed for the
diagnosis of AD at the earliest stage and tracking of progression
of AD with several biomarkers such as MRI, PET, and SPECT.
ADNI helps researchers to gather, collect, and use the image data
including PET to measure and track the progression of AD.

18FDG-PET images of 855 patients and their final diagnosis
were collected from ADNI. The detailed procedure for 18FDG-
PET scanning can be found on the website (http://adni.loni.
usc.edu/methods/pet-analysis-methods). The total data have 855
samples including 635 NC and 220 AD subjects. The dataset
is split into two categories: training data and validation data.
Around 90% of the data, referred to as training data, was used
to construct the model, while the remaining 10%, referred to
as validation data, was used to validate the model. Description
of 18FDG-PET images investigated in this work is provided in
Table 1. Only subjects with CDR of 0.5 or 1 for AD and 0 for NC
were chosen. Classification was based on MMSE (Mini Mental
State Examination) scores of 24 to 30 for NC and 22 to 26 for AD.
The resulting volumes of images have been represented by means
of a matrix of size 256x256x96 yielding a total of 6291456 voxels.
The values are denoted as mean plus or minus std deviation.

4. PROPOSED CAD SYSTEM

4.1. In-linestyle
The capture of 18FDG-PET images in ADNI followed a
conventional methodology. The pictures were co-registered,
averaged, aligned, normalized, and smoothed to a similar
resolution of 8 mm FWHM 30–60 min after injection. Each
image was examined for artifacts and, if needed, its orientation
was changed.

Subsequently, the FDG-PET images have been normalized
through an affine model with 12 parameters using SPM12
software, normalized in intensity, and converted to a uniform
isotropic resolution of 8 mm FWHM. All the images were
reduced to a size of 160 x 160 x 96 for analysis. Figure 1 shows
the sample of co-registration using SPM12.

4.2. Classification
Numerous methods have been proposed for AD diagnosis using
various approaches like RF, SVM, and ANN. Each method has
its own characteristics. In recent years, deep learning neural
networks were used for medical photo evaluation and computer
vision problems due to its ability to capture the features from
2D images. Additionally, CNN has the potential to recognize
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FIGURE 1 | Outcome of co-registration.

visual patterns with minimal preprocessing. CNN is robust
to spatial and geometric transformations. In this paper, a 2D
CNN is built to differentiate AD from NC. Figure 2 depicts the
suggested CAD system’s framework. Each 3D FDG-PET image is
transformed into multiple 2D images along the coronal (axial)
direction, as shown in Figure 2. The initial 15 and closing 15
slices are discarded to do away with skull and other undesirable
regions. Subsequently, the 2D slices are arranged into groups at
particular intervals with some overlaps and averaged to reduce
the dimension and computational overhead. CNN is developed
with many layers and trained to capture useful features. The
features generated by convolution layers are implemented to
absolutely connected layers followed by means of a smooth max
to make the final decision.

The convolution layer, pooling or subsampling layer, fully
connected layer, and soft max classification layer are the layers

that make up a CNN. The designed 2D CNN is composed of
an input layer, three convolutional layers, two subsampling or
pooling layers, a drop out layer, a fully connected layer, and a
smooth max layer as shown in Figure 3. Parameters employed
for constructing the CNN are tabulated in Table 2. The hyper
parameters are tuned by experimentation. After many trails, the
values are fixed. The designed CNN has an input layer size of
160 x 160. The sizes of receptive fields or filters for convolutional
layers are set to 3 x 3 and kernel numbers are 8, 16, and 32 for
C1, C2, and C3, respectively. Convolutional layers are used for
extracting features from the image. The first C1 generates low
level features with a size of 158 x 158. The pooling layer is used
to reduce the dimension of the features. Max pooling function
is adopted. Subsequent to P1, these features are reduced into 79
x 79. Then, C2 generates mid-level features with a size of 39 x
39 and these features are down-sampled into 20 x 20. Finally, C3
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FIGURE 2 | Framework of the proposed CAD system.

FIGURE 3 | Convolutional neural network.

generates high-level features with a size of 10 x 10. These features
are concatenated and taken as the feature vector. The obtained
feature vector is fed to FC followed by the soft max layer. In
this work, the rectified linear unit (ReLU) activation function is
adopted to introduce non-linearity. SGDM is used to train the
network by minimizing the cross entropy loss, and maximum
iteration is set to 500. The drop out layer is utilized to improve
the generalization ability and to prevent the overfitting problem.

5. NUMERICAL RESULTS AND
DISCUSSION

This section depicts the numerical results of the proposed CAD
system for AD diagnosis from FDG-PET images. It also goes
through the simulation environment and performance measures
that were used to compare the proposed system to other
existing approaches.

TABLE 2 | CNN parameters employed.

Sl.No. Layer Kernel

size/stride

No. of

kernels

Size

1 Input image 160 x 160 x 1

2 Convolution layer 1 (C1) 3 x 3/1 16 158 x 158 x 16

3 Pooling layer 1 (P1) 2 x 2/2 79 x 79 x 16

4 Convolution layer 2 (C2) 3 x 3/1 32 39 x 39 x 32

5 Pooling layer 2 (P2) 2 x 2/2 20 x 20 x 32

6 Convolution layer 3 (C3) 3 x 3/2 64 10 x 10 x 64

7 Flatten 6,400

8 Fully connected layer 512 512

9 Soft max 2 2

5.1. Simulation Platform
The main objective of simulation platform is to provide better
results for visualization and interpretation. The developed CAD
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FIGURE 4 | Sample of preprocessed NC images.

FIGURE 5 | Sample of preprocessed AD images.

system is implemented on theMATLAB 2018a platform using the
deep learning toolbox and executed in an Intel core i5 processor
with 2.5 GHz speed and 12 GB of RAM.

5.2. Performance Indicators
To estimate the efficacy of the proposed CAD system, this paper
evaluates some widely used performance indicators, such as
confusion matrix, region of curve (ROC), classification accuracy,
sensitivity, and specificity. Accuracy calculates the proportion
between true positive (correctly classified data) and total data,
and shall be mathematically represented as given in Equation (1).

Specificity is the percentage of normal control patients who
are identified as not having AD, and can be expressed as
mentioned in Equation (2).

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Specificity =
TN

TN + FP
(2)

FIGURE 6 | Sample slices of NC patient.

Sensitivity computes the percentage of AD patients who are
diagnosed and as such sensitivity is calculated as expressed in
Equation (3).

Sensitivity =
TP

TP + FN
(3)

True positive is represented by TP, true negative is represented
by TN, false negative is represented by FN, and false positive is
represented by FP.

5.3. Experimental Treatment
In this work, an automated CAD system for the diagnosis of
brain disorders is developed and implemented accordingly. The
proposed system was employed to differentiate AD patients from
NC. The FDG-PET image dataset was utilized in the simulation
and was gathered from the ADNI database. The FDG-PET
images were acquired from 855 patients including 635 NC and
220 AD patients.

The collected images are preprocessed using SPM12. The
samples of preprocessed images of NC and AD patients are given
in Figures 4, 5, respectively. It is obvious that hypometabolism
is visible in AD patients. Moreover, the first 15 and last 15 slices
have redundant information. Slices of these regions of AD and
NC patients are demonstrated in Figures 6, 7, respectively. These
slices are discarded to remove unwanted regions and make the
image fit for further processing. Preprocessed and dimension-
reduced images are fed as input into the designed system. CNNs
are a kind of deep learning neural network that have proven to be
very effective in image classification recognition problems. The
CNN learns features from the images acquired using its own
convolutional layer. Additionally, CNNs can recognize patterns
with extreme variability and some geometric transformations
such as scaling, rotation, translation, and noise.

Figure 8 shows the training plot of the CNN. The outcome
of the proposed CAD system is demonstrated in the form of a
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confusion matrix as detailed in Figure 9. The total number of
images is 855 including 635 NC and 220 AD patients.

To demonstrate the superior performance, the developed
system was repeated five times and the mean values were
reported. Efficacy of the developed system is evaluated by
computing evaluation parameters which are given in section 2.
The outcome of the proposed CAD system for the testing sample

FIGURE 7 | Sample slices of AD patient.

is demonstrated in the form of a confusion matrix as detailed in
Figure 9.

In Figure 9, 42 images are correctly diagnosed as NC patients
and 41 images are correctly classified as AD patients. A total of
2 images out 43 images are mistakenly identified as AD (2.3%).
Similarly, one image is misdiagnosed as NC (1.2%). For NC
patients, out of 43 patients, 48.8% are correctly diagnosed as
NC and 2.3% are wrongly diagnosed. For AD patients, out of
43 patients, 47.7% are correctly classified as AD and 1.2% are
wrongly classified. Overall, 96.5% of the photos are correctly

FIGURE 9 | Confusion matrix.

FIGURE 8 | CNN training process.
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classified, whereas 4.5% are incorrectly categorized. ROC is a
mathematical tool used to assess the separation ability of the
classification system. The true positive rate is compared against
the false positive rate in a ROC chart. It is investigated by
adjusting the threshold value. Figure 10 shows the ROC of
the proposed system. The area under the curve (AUC) of the
proposed system is 0.95.

5.4. Effect Analysis
In terms of accuracy, sensitivity, and specificity, this section
compares the efficacy of the proposed CAD system to
that of existing approaches. In particular, the experimental
consequences reported in state-of-the-artmethods such as Cabral
and Silveria (4), Liu et al. (23), Islam and Zhang (24), Silveira and
Marques (25), and Poongodi and Bose (26) are compared with
the proposed system, as given in Table 3.

Cabral and Silveria (4) proposed a method to differentiate NC
from AD using PET images. Input images were preprocessed

FIGURE 10 | ROC curve of the proposed system.

using SPM. Feature vectors were extracted with PCA. SVM
classifier discriminatedNC fromADbased on the feature vectors.
Regional analysis-based classification system was proposed by
Liu et al. (23). In this approach, the PET image was preprocessed
using SPM. SVM classifier was used to carry out the classification
process. Islam and Zhang (24) investigated the strength of CNN
for diagnosing AD. They converted the 3D MRI images into
2D images. To increase the image’s quality, a few preprocessing
techniques, such as noise reduction, edge recognition, and
segmentation were used. The preprocessed image was fed as an
input to the CNN. The deep learning neural network provided a
better result compared to the existing methods.

Silveira and Marques (25) presented a classification system
based on a CNN and extreme machine learning classifier. CNN
was utilized to extract characteristics from MRI images in
this system. Then, with the help of free surfer, the features
were mined. Extreme machine learning classifier performed
the classification task. The drawback of the system is high
computational overhead. A hybrid method of CNN and RNN for
AD diagnosis was presented by Poongodi and Bose (26). In this
method, 3D PET images were transformed into 2D slices along
axial, coronal, and sagittal directions to reduce the computation
time. At regular intervals, the transformed slices were divided
into a number of groups. The resultant groups were fed as input
to the CNN. To extract inter slice features, RNN was used.
Prediction score was calculated using the weighted averaging
method. However, this method needs more memory and time.
Figure 11 shows a graphic comparison of the suggested CAD
system’s classification with the current approaches.

6. CONCLUSION AND FUTURE WORKS

In this paper, a CAD device for discriminating AD from
NC patients based on features from 18FDG-PET images was
proposed and investigated properly. The proposed CAD system
was designed by using a convolutional neural network. The
FDG-PET images were decomposed into several 2D slices
for extracting the features. Subsequently, the slices were
grouped at some intervals without overlaps. The proposed
CAD machine was confirmed on the ADNI dataset. The
obtained simulation results showed that the proposed system
provided exceptional performance when compared to the
existing methods. Simulation results clearly demonstrated that
the proposed CNN possessed higher potential to differentiate

TABLE 3 | Performance comparison of the proposed system with existing systems.

Author Modality Method Accuracy (%) Sensitivity (%) Specificity (%)

Cabral and Silveria (4) PET PCA-SVM 74.18 92.75 15.91

Liu et al. (23) FDG-PET SVM 90 82.7 80.4

Islam and Zhang (24) MRI CNN 95.3 84.4 71.4

Silveira and Marques (25) MRI DNN 86.1 84 74.8

Poongodi and Bose (26) FDG-PET CNN-RNN 95.3 91.4 91

Proposed FDG-PET CNN 96.8 94 96
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FIGURE 11 | Performance comparisons in terms of accuracy.

AD from NC with better classification accuracy and robustness.
Future study will focus on improving the classification accuracy
by extending the suggested CAD system to incorporate data from
other sources. The overall performance of the suggested CAD
system will be evaluated using a large number of samples. In
addition, the potential of using different deep learning neural
networks will be explored in a wider scenario.
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